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ABSTRACT

Text-image de-contextualization, which uses inconsistent
image-text pairs, is an emerging form of misinformation and
drawing increasing attention due to the great threat to infor-
mation authenticity. With real content but semantic mismatch
in multiple modalities, the detection of de-contextualization
is a challenging problem in media forensics. Inspired by the
recent advances in vision-language models with powerful
relationship learning between images and texts, 0
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1. INTRODUCTION

The wide spread of online misinformation is a vexing threat to
the information ecosystem and can greatly erode the public’s
trust of online information. As a vehicle to spread rumors and
false information, misinformation can lead to many negative
social impacts, such as misleading information, hate speech,
racism, and psychological distress [1]. One widely used form
of online misinformation is known as de-contextualization,
where texts and images from different and/or unrelated con-
texts are composited together to generate false impressions.
Fig. 1 shows two examples of real-life misinformation based
on text-image de-contextualization.

There are many existing methods in media forensics that
can be used to detect if images or texts are AI-generated or
manipulated, e.g., [2, 3, 4, 5, 6]. These methods work by ex-
posing the signal-level inconsistency in the falsified texts or
images, and can be used to detect de-contextualization when
the texts or images are manipulated. However, when both the
text and image are authentic but grafted to fabricate a new
context, existing media forensics methods are not applica-
ble, because the text or image itself in question does not have
signal-level inconsistency, but there exists semantic inconsis-
tency between them.

Currently, fact-checking by human operators offers the
most effective solution to expose text-image de-contextualization.
However, the process is expensive, exhaustive, time-consuming,
and prone to errors [7]. On the other hand, it is desir-
able to develop machine learning based algorithms as an

Fig. 1. Examples of misinformation with de-contextualization
on social media. (a) A photo of rapid test kits from a South
Korean company Sugentech was posted in Facebook to falsely
claim that a new vaccine that can cure COVID-19 patients in
3 hours is now ready in March, 2021. (b) Photos taken during
celebrations of Hindu festivals in India were posted to falsely
claim that Indians were throwing away the figures for failing
to protect them against COVID-19 in May, 2021.

alternative solution for automatic detection of text-image
de-contextualization.

Several studies for image-text inconsistency detection,
e.g., MAIM [8], COSMOS [9], NewsCLIPpings [10], have
been developed in the recent years and shown promising
performance on benchmark datasets. Despite this progress,
existing methods have the following limitations: 1) lack of
relevance to real-life scenarios as most methods are evaluated
on datasets with random mismatches; 2) lack of general-
ization as the evaluations are based on a single dataset; 3)
lack of interpretability in showing how the detection model
works. Motivated by the promising performance of vision-
language models developed for other computer vision tasks
such as VQA, annotation, and captioning, we conduct a
comprehensive evaluation of two state-of-the-art models in
identifying different kinds of image-text mismatches in de-
contextualization, including the CLIP model [11] and the
VinVL model [12] over three datasets. Our contributions



include the following:
• We conduct a comprehensive evaluation of CLIP and

VinVL vision-language models on three well-designed
datasets for multimodal de-contextualization detection.
Both intra-dataset and cross-dataset testing scenarios
are considered.

• We visualize the detection results and summarize ob-
servations and insights in applying vision-language
models for semantic inconsistency detection.

2. RELATED WORKS

Jaiswal et al. [8] present the first study on verifying the se-
mantic integrity of multimedia. They propose the concept of
a multimedia package, which contains an untampered image
and related metadata. Based on the image-caption pairs in the
packages, they employ deep multimodal representation learn-
ing models for jointly encoding images and captions from the
untampered multi-media and perform anomaly detection on
representations of query packages. A dataset named MAIM
is created to include over 239K image-caption pairs with ran-
domly mismatched falsified media. In [13], a deep multitask
learning model is designed for image-repurposing detection,
in which the image is authentic but the accompanying meta-
data has been manipulated. The overall method involves re-
trieval of one related multimedia package from a reference
dataset first, followed by the comparison of the query pack-
age (with image, text, and GPS) to the retrieved one to deter-
mine the likelihood of manipulation. This method achieves an
AUC of 0.88 on their MEIR dataset with swaps over named
entities for people, organizations and locations.

Recently, McCrae et al. [14] focus on detecting semantic
inconsistency between videos and captions in social media
posts. They create a video-based dataset containing 4, 000
real-world Facebook news posts, and randomly swap in news
captions from other posts to generate mismatched samples.
Based on a multimodal fusion framework, they achieved
60.05% classification accuracy. Aneja et al. [9] create a
large-scale dataset named COSMOS with 200K images and
450K captions, where each image is associated with two
captions from two sources. They also use random-chosen
text to generate mismatched image-caption pairs. Their self-
supervised learning based scheme achieves a 85% out-of-
context detection accuracy on the COSMOS dataset. Differ-
ent from previous works using random mismatch for the in-
consistency samples, Luo et al. [10] extend VisualNews [15]
dataset to a large-scale automatically generated dataset named
NewsCLIPpings, which contains 988K image-caption pairs
for news media mismatch detection. Several strategies are
considered for automatic retrieval of the suitable images for
the given captions, including the caption-image similarity,
caption-caption similarity, person match, and scene match,
to capture cases with inconsistent entities or inconsistent se-
mantic context. They evaluate two vision-language models,
namely CLIP [11] and VisualBERT [16], on the proposed

dataset, and achieve the classification accuracy of 60.23%
and 54.81%, respectively.

3. VISION-LANGUAGE MODELS

This section presents how we apply the two vision-language
models, namely CLIP and VinVL, to the multimedia inconsis-
tency detection task. The motivations of using these two mod-
els are two-fold: (1) CLIP [11] has been pre-trained in a super
scale corpus for image-text matching task. (2) VinVL [12]
considers visual semantic information via an object detector
and learns generic image-text representations.
CLIP. The CLIP model [11] aligns features from different
modalities (text and image) and aims to minimize the seman-
tic gap for a pair of image and the text (caption). Pre-trained
on a very large dataset with 400 million image-caption pairs
collected from the internet, the CLIP model enjoys a strong
robustness and generalization ability to a variety of multi-
modal downstream tasks, demonstrating competitive perfor-
mance with a fully supervised baseline without the need for
any dataset specific training. Given a pair of image and text,
the CLIP model will output their cosine similarity, which can
be used directly for the inconsistency measurement in the de-
contextualization detection task. Specifically, we fine-tune
the CLIP model on the image-text inconsistency datasets with
a cross-entropy loss, which leads to the best performance for
the binary classification task.
VinVL. The VinVL model [12] employs a detector to extract
discrete information from images and pair them to the ob-
ject names. Taken the given captions, the visual features of
detected objects, and predicted object names as a triplet of
input, the VinVL model is optimized by the contrastive loss
and masked token loss for the vision language (VL) tasks.
Pre-trained on a large corpus including COCO image-text re-
trieval [17], Conceptual Captions [18], SBU captions [19] and
Flicker30k [20], VinVL can generate rich representations of
visual objects, attributes, concepts, and therefore achieving a
good generalization ability cross different tasks, e.g. VQA,
GQA, image captioning, and image-text retrieval.

For the de-contextualization detection task, we finetune
the VinVL model on the image-text inconsistency dataset
with the same binary classification loss as we do for the CLIP
model. Due to the rich visual objects that can be detected by
the VinVL, we further build an additional image-text atten-
tion layer in VinVL. This not only guides the model to better
focus on the the more important features for inconsistency de-
tection, it also contributes to the performance interpretability,
which shows different degrees of feature importance.

4. EXPERIMENTS
4.1. Experimental Setup
For a comprehensive performance evaluation, we compare the
CLIP and VinVL models on three well-designed datasets with
image-text semantic inconsistency.
NewsCLIPpings [10] dataset is a large-scale automatic
retrieved image-text pairs from four news agencies: The



Fig. 2. Visualization examples of successful de-contextualization detection cases of CLIP and VinVL. Note that the larger the
scores of both models, the more consistent of image-text pairs will be. For the CLIP model, the score threshold is set as 0.390,
while for VinVL, the threshold is 0.035. A larger number in the bounding boxes means a higher confidence score of object tag
detection, and a larger weight in the detected keywords means more important to get the detection results.

Fig. 3. Visualization examples of failed de-contextualization detection cases of CLIP and VinVL.

Guardian, BBC, USA Today, and The Washington Post. We
report results on the Merged/Balanced set, which contains
85K balanced positive and negative samples. This dataset is
divided into training, validation, and test subsets in the ratio
of 10:1:1. The VinVL model was finetuned for 30 epochs and
the CLIP for 10 epochs, both with a learning rate of 0.00002.

DARPA SemaFor Eval#1 benchmark (shortened to Eval#1)
is a private dataset collected by Defense Advanced Research
Projects Agency (DARPA) for the research of multimodal
mismatch detection. It contains 1K images-article pairs only
for testing (700 positive pairs and 300 negative pairs).

DARPA SemaFor HK2-CP5 benchmark (shortened to
CP5) is also a private dataset collected by DARPA. Collected
from twitter and some other social media, this dataset con-
tains 2.6K images-caption pairs (2.2K pairs for training and
400 for testing). It consists mostly of sightings of airplanes
but also contains other content such as ships, war zone im-
ages, etc. This dataset provides well designed image-caption
mismatches, such as different aircraft type description from
the image, inconsistent country in the text with image, etc.
We finetune the VinVL model for 20 epochs and CLIP for 5
epochs, both with a learning rate of 0.00002 on this dataset.



Table 1. Detection performance (%) on NewsCLIPpings
Method EER ACC AUC FAR FRR
VisualBERT - 54.8 - 54.9 35.4
CLIP 37.2 62.6 67.2 37.3 37.3
Ours 34.2 65.4 71.9 34.2 34.2

4.2. Quantitative Results
We first compare the intra-dataset detection performance of
the finetuned CLIP and VinVL models on the large-scale
NewsCLIPpings dataset. Table 1 shows the performance, as
well as compared with the VisualBERT model [10]. VinVL
achieves better detection performance than the other two
models. This can be attributed to that the NewsCLIPpings
dataset contains highly-diverse data, where the VinVL model
benefits from its rich representation of multiple visual objects
and attributes in the image-text pairs.

To show the robustness of the VinVL and CLIP mod-
els in detecting different image-text inconsistencies, we com-
pared the performance of these two models under the cross-
dataset testing scenarios. Both finetuned on the NewsCLIP-
pings dataset, the two models demonstrate different general-
izability in detecting de-contextualization on Eval#1 and CP5
data in Table 2. The CLIP model achieves higher accuracy
and lower error rates on both datasets over VinVL, demon-
strating stronger generalization ability in detecting unknown
image-text inconsistencies.

We further compare the two models under different train-
ing schemes to demonstrate the influence of transfer learn-
ing on the detection performance. Table 3 first shows that
the CLIP model outperforms the VinVL model on the CP5
dataset. We conjecture this is due to that the multimodal
data in CP5 are mostly airplanes and similar others with a
single object and simple background. Therefore, the CLIP
model trained on similar but rich data demonstrated its su-
periority. Furthermore, the training scheme has a greater in-
fluence on the VinVL model, which is originally proposed
for text-image retrieval tasks. Therefore finetuning on the
de-contextualization data helps transfer the model to the new
task. Pre-training on the CP5 data further improves the detec-
tion performance for both models.

4.3. Qualitative Results
To have a better understanding of how the vision-language
models detect image-text inconsistencies, we also show visual
results for successful cases in Fig. 2 and for failure cases in
Fig. 3 on the NewsCLIPpings dataset. We show the detected
objects in the VinVL model and their corresponding contri-
butions to the final classification. The CLIP model does not
afford such visualization. In general, VinVL tends to perform
better on images with rich content, while CLIP works better
for simple content samples. However, the ranges of scores
of the two models differ significantly. This indicates that a
simple combination of the two model outputs is unlikely to
significantly improve the overall performance. Furthermore,

Table 2. Cross-dataset detection performance (%)
Method Train Test EER AUC FAR FRR

CLIP NewsCLIPpings Eval#1 38.5 66.4 38.4 38.7
NewsCLIPpings CP5 38.4 67.7 38.4 38.4

VinVL NewsCLIPpings Eval#1 41.6 62.2 41.5 41.7
NewsCLIPpings CP5 45.5 56.3 45.5 46.0

Table 3. Detection performance (%) on CP5 dataset
Method Train EER AUC FAR FRR

CLIP
- 37.2 68.6 37.0 37.9
NewsCLIPpings 38.4 67.7 38.4 38.4
NewsCLIPpings+CP5 33.7 73.0 34.1 33.7

VinVL
- 53.6 46.2 53.6 54.0
NewsCLIPpings 45.5 56.3 45.5 46.0
NewsCLIPpings+CP5 37.7 66.5 37.0 39.8

we notice that the object labels in VinVL tend to have more
generic semantic meanings (e.g., person, man, animal) but the
texts usually include more specific terms. The model seems to
be able to capture some general correlation between the spe-
cific terms and generic categories. Furthermore, these exam-
ples also exhibit some intrinsic complexities in the detection
of text-image de-contextualization. The definition of consis-
tency itself is subjective and can often be a moving target,
e.g., in the failure case with inconsistent groundtruth in Fig.
3 (c), both the image and text showing a bird but they are in-
consistent. This suggests that special care is required when
using these models and interpreting the results.

5. CONCLUSIONS

The detection of text-image de-contextualization is a chal-
lenging problem not only lies in the multimodal semantic mis-
matches but also due to the immature problem definition and
datasets for evaluation. This paper evaluates two powerful
vision-language models for image-text inconsistency detec-
tion on three datasets. Experimental results under both intra-
and cross-dataset evaluation show the effectiveness as well
as performance differences of the fine-tuned vision-language
models in the binary classification task. We conclude that
the current vision-language models are reasonably effective in
this task. However, there is much room for improvement, and
our subsequent work will focus on how to combine different
models to accommodate the semantic gaps between the text
and image to achieve more robust and interpretable results.
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